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A B S T R A C T   

Enabling technologies of connected and automated vehicles (CAVs) bring new opportunities to 
signalized intersection control. CAVs not only provide a new source of data for traffic manage-
ment but also can be controlled as actuators to improve traffic flow. This study proposes a hi-
erarchical and implementation-ready cooperative driving framework with a mixed traffic 
composition of CAVs, connected vehicles (CVs), and regular vehicles (RVs) for urban arterials. 
The proposed framework combines centralized and distributed control concepts, where the 
infrastructure generates optimal signal timing plans and provides high-level trajectory guidance 
to the CAVs while detailed trajectories are generated by each vehicle. The system consists of three 
levels of models. At the vehicle level, a state transition diagram is designed for different modes of 
operations of CAVs including eco-trajectory planning, cooperative adaptive cruise control (CACC) 
and collision avoidance. At the intersection level, a mixed-integer linear programming (MILP) 
problem is formulated to optimize the signal timing plan and arrival time of CAVs, with 
consideration of CACC platooning behaviors. At the corridor level, link performance functions are 
applied to calculate the total delay of the coordinated phases of each intersection, and a linear 
programming (LP) problem is formulated to optimize the offsets for every cycle, which are then 
passed to the intersection level. Simulation results from a calibrated real-world arterial corridor 
show that both mobility and fuel economy benefits from the cooperative driving framework. The 
total delay is reduced by 2.2%− 33.0% and fuel consumption by 3.9%− 7.4%, with different 
mixture of vehicle compositions and CAV penetration rates (e.g., 0%− 100%). Sensitivity analysis 
on volume fluctuation is performed, which confirms the benefits of the dynamic offset 
optimization.   

1. Introduction 

Enabling technologies of connected and automated vehicles (CAVs) bring new opportunities to the urban transportation system, 
especially at signalized intersections, which are considered as the bottlenecks of the traffic network. CAVs not only provide a new 
source of data for traffic management but also can be controlled as actuators to improve traffic flow. 

Leveraging proactively broadcast data (e.g., location and speed) from CAVs as a new data source, existing studies investigate how 
to improve the signal control system at different scales. Different methods are developed to adjust signal timing plans dynamically 
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based on traffic states measured from CAV data to optimize predefined performance measures (e.g., total delay, and throughput). For 
example, at the single intersection level, a two-level optimization problem is solved to minimize the total delay or queue length (Feng 
et al., 2015). At the corridor level, a simulation-based method is introduced to predict vehicle delay with trajectory data to optimize the 
signals, and results show the method outperforms coordinated actuated signal control (Goodall et al., 2013). At the network level, a 
distributed optimization approach is proposed to control traffic signals, assuming each intersection can receive CV data and exchange 
information with its neighboring intersections (Al Islam and Hajbabaie, 2017). 

On the other hand, as actuators, CAVs can be controlled to form compact platoons such as cooperative adaptive cruise control 
(CACC) to improve mobility (Feng et al., 2019; Feng et al., 2019; Li et al., 2015). At signalized intersections, CAVs can plan vehicle 
trajectories in an energy-efficient way, with the traffic signal and traffic state information (i.e., eco-driving). In (He et al., 2015), to 
obtain the optimal vehicle trajectory, a multi-stage optimal control formulation is proposed with the consideration of vehicle queue 
and traffic signal status, for a single CAV. (Wang et al., 2017; Yang et al., 2016; Almannaa et al., 2019) focus on eco-CACC which 
optimizes the trajectories of CAV platoons. Not only is the trajectory of the platoon leading CAV optimized, the platoon splitting and 
merging behaviors are also considered. A field test is conducted in (Almannaa et al., 2019) that shows the benefits of eco-CACC. 

In the past few years, researchers have proposed a new concept that integrates CAV-based signal optimization and CAV trajectory 
planning together, to further improve the intersection operation and reduce energy consumption. Li et al. are among the first to 
propose the idea of integrated optimization. In this work, CAVs follow the path optimized by signal controllers (Li et al., 2014). In (Xu 
et al., 2018), Xu et al. propose a two-level method, in which the upper level optimizes the signals and vehicle arrival time, and the 
lower level optimizes engine power and brake force. Yu et al. propose a comprehensive framework for the cooperative driving 
problem, which considers detailed signal parameters and vehicle trajectories with lane changing behavior at isolated intersections (Yu 
et al., 2018). In (Feng et al., 2018), a two-stage optimization problem is formulated, in which traffic signal is optimized with dynamic 
programming, and vehicle trajectory is controlled based on the optimal control theory. Yu et al. (Yu et al., 2019) extend the integrated 
control to a corridor level. A coordinated control mechanism of CAV trajectories is developed in a centralized formulation. A Mixed 
Integer Linear Programming (MILP) problem is formulated to plan the complete trajectory including both longitudinal and lateral 
behaviors of all the CAVs through the entire corridor given origins and destinations. However, all the above mentioned studies require 
a 100% CAV environment. Recently, integrated optimization in mixed traffic conditions is proposed by a few researchers. (Guo et al., 
2019) considers the mixed traffic of CAVs and RVs and develop a two-step control framework, in which step one optimizes the signal 
timing plan with consideration of vehicle trajectories, and step two designs optimal trajectories with the optimal signal plan. The study 
from (Liu et al., 2019) prioritizes CACC platoons at intersections to improve the overall intersection performance. The objective of 
signal optimization is to maximize the throughput of the intersection. Information on RVs is estimated by the location and speed of 
CACC vehicles, which either cruise to pass the intersection or stop at the intersection with constant deceleration. 

Fig. 1. Overview of Cooperative Driving Framework.  
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Although great achievements have been made in the area of CAV-based intersection management, existing studies suffer from three 
major limitations. The first limitation lies in the problem setup that in most of the studies, a 100% CAV environment is assumed (e.g., 
(Al Islam and Hajbabaie, 2017; He et al., 2015; Wang et al., 2017; Yang et al., 2016; Almannaa et al., 2019; Li et al., 2014; Xu et al., 
2018; Yu et al., 2018; Feng et al., 2018; Yu et al., 2019), which requires all vehicles to be connected and highly automated (i.e., SAE 
Level 4 or higher). Second, usually a centralized problem is formulated (e.g., (Li et al., 2014; Yu et al., 2019; Guo et al., 2019). This 
requires heavily instrumented infrastructure with advanced sensors for infrastructure-based perception and high-performance 
computing (HPC) devices for real-time computation. Neither of these can be achieved shortly. A transition period from manually 
driven vehicles to CAVs will exist for a long time and current infrastructure with legacy sensors (e.g., loop-detectors) may even have 
longer lifecycles before being replaced. Finally, most of the studies are limited at isolated intersections or simply adding up single 
intersections without considering coordination (e.g., (Al Islam and Hajbabaie, 2017); (Liu et al., 2019)). However, an extensive 
literature has shown the importance of coordination at signalized corridors. 

This study aims to address these limitations by proposing a hierarchical and implementation-ready cooperative driving framework 
with a mixed traffic composition of CAVs, connected vehicles (CVs), and regular vehicles (RVs). In our study, CAVs refer to vehicles 
that proactively broadcast information and can be controlled to generate specified trajectories. CVs and RVs are driven by human 
drivers, which are not controllable. However, CVs proactively broadcast information to other vehicles and the infrastructure, while 
RVs can only be observed by infrastructure detectors at fixed locations. A conceptual overview of the proposed cooperative driving 
framework is shown in Fig. 1. The infrastructure is responsible for collecting traffic information, estimating and predicting traffic 
states, controlling and coordinating traffic signals, and providing high-level trajectory guidance to CAVs, with the main objective of 
optimizing traffic flow and improving mobility. A bi-level structure is adopted in which a centralized Corridor Coordinator is combined 
with decentralized intersection level controllers. In the Corridor Coordinator, offsets of coordinated phases between consecutive in-
tersections are optimized based on link performance functions to promote two-way coordination. At each intersection, CAV trajectory 
guidance in terms of the time of arrival and signal parameters (i.e., green split) are jointly optimized, given offset from the Corridor 
Coordinator and traffic states estimated from CAVs/CVs and/or loop detector data. Optimized signal timing plans and CAV time of 
arrival are broadcast in the form of signal phasing and timing (SPaT) messages and roadside safety messages (RSMs) respectively. On 
the vehicle level, each CAV is responsible for forming ad-hoc CACC platoons, generating detailed vehicle trajectories, and collision 
avoidance with CVs and RVs, with the main objective of ensuring safety and reducing fuel consumption and emissions. Meanwhile, 
both CAVs and CVs broadcast basic safety messages (BSMs). 

The main features of the proposed framework include 1) It is designed for mixed traffic conditions, where CAVs, CVs, and RVs co- 
exist on the roadway. 2) It applies to the corridor level with multiple intersections. Coordination between intersections is explicitly 
modeled. 3) It is implementation-ready and does not require highly automated vehicles nor heavily instrumented infrastructure. 
Current commercial vehicles with advanced driving assistance systems (ADAS) such as GM Super Cruise and current infrastructure 
with loop detectors are sufficient to deploy the proposed cooperative driving functions. Other than that, only a wireless communi-
cation system (e.g., Dedicated Short Range Communication, cellular network, or hybrid) is required at both vehicle and infrastructure 
sides. The V2X communication network has been implemented and tested extensively in the past few years. 4) The proposed 
framework combines centralized and distributed control concepts, where the infrastructure provides high-level trajectory guidance to 
the CAVs while detailed trajectories are generated by each vehicle. This design can distribute the computational burden to achieve 
real-time performance, without expensive investments such as HPC. The major differences between the proposed framework and some 
existing studies are summarized in Table 1. 

In the following, we will first introduce the overall system structure, and data flow of the proposed framework (Section 2), followed 
by detailed modeling approaches of the three levels: vehicle-level, intersection-level, and corridor-level (Sections 3 – 5). Then we will 
show simulation experiment results and comparison to the state-of-practice intersection management method to demonstrate the 
improvements and benefits (Section 6). Finally, Section 7 concludes the paper and lays out further research directions. 

Table 1 
Comparison between the proposed model and existing studies.  

Literature Traffic 
Signal Opt. 

Vehicle 
Trajectory Opt. 

CACC 
Platooning 

Isolated 
Intersection 

Corridor 
/Network Level 

100% 
CAV PR 

Mixed Traffic 
Condition 

(Feng et al., 2015) X   X   X 
(Goodall et al., 2013) X    X  X 
(Al Islam and Hajbabaie, 2017) X    X X  
(He et al., 2015)  X  X  X  
(Wang et al., 2017; Yang et al., 

2016; Almannaa et al., 2019)  
X X X  X  

(Li et al., 2014; Xu et al., 2018; Yu 
et al., 2018; Feng et al., 2018) 

X X  X  X  

(Guo et al., 2019; Liang et al., 
2020; Kamal et al., 2019) 

X X  X   X 

(Yu et al., 2019) X X   X X  
(Liu et al., 2019) X X X X   X 
Our Study X X X  X  X  
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2. Framework overview 

In this section, the proposed system component diagram is described in detail. The system consists of three main components: 
roadway, intersection, and corridor as shown in Fig. 2, which correspond to the three conceptual levels in Fig. 1. 

On the roadway, there are three types of vehicles: CAV, CV, and RV. All vehicles generate detector calls when they pass the loop- 
detectors, which are assumed to be installed at the entrance of each link. CAVs and CVs also broadcast BSMs to enable V2V and V2I 
communication. The longitudinal controls of the CAV are generated by the trajectory planning models, which include eco trajectory 
planning, CACC platooning behaviors, and adaptive cruise control (ACC). These models are introduced in Section 3. The trajectory 
planning models are not responsible for lateral maneuvers. If necessary lateral maneuvers are required (e.g., turning at intersections), 
the system would have to give vehicle control back to the driver. 

At the intersection, after the RSU receives the data (i.e., BSM and detector data), the Vehicle Localization algorithm maps the BSM 
and detector data on the intersection map to identify lane, approach, and approaching signal phase (Feng, 2015). The Queuing Profile 
Prediction algorithm takes SPaT and approaching vehicle information from BSM and detectors to predict the queuing dynamics. The 
predicted queuing dynamics, SPAT data, and offset information from the corridor level are used to optimize the signal timing plan and 
the time of arrivals of CAVs, which are sent to the signal controllers to control the traffic signals and to CAVs to generate speed profiles, 
respectively. We consider that the RSU has computation capabilities to execute the optimization model. The details of the integrated 
optimization at the intersection level are introduced in section 4. The green splits of the coordinated phases of each intersection are 
sent to the corridor level for offset optimization, introduced in section 5. The offset optimization algorithm can either reside in one of 
the intersections (e.g., the master intersection) or at the traffic management center (TMC). The signal controllers at the intersection 
broadcast SPAT data and generate loop detector data. 

3. Vehicle level models 

In this section, vehicle level models are introduced. The vehicle level models are responsible for eco-trajectory planning, ad-hoc 
CACC platoon formation, and collision avoidance under uncertainties. Given the time of arrival from the infrastructure side (i.e., 
through V2I communication), each CAV plans its own trajectory. Ad-hoc CACC platoons can be formed, and split dynamically 
depending on the assigned time of arrival, vehicle position in the platoon, and behaviors of uncontrolled vehicles (i.e., CVs and RVs). 
For the leading vehicle in a CACC platoon, a trigonometric speed profile family is adopted and one of four eco scenarios (i.e., speed up, 
cruise, slow down, and stop) is chosen to generate an eco speed profile. To address the uncertainties in trajectory prediction, an 
adaptive cruise control (ACC) model is applied to each CAV as a safeguard to avoid collisions. To consolidate different behaviors of a 
CAV, a state transition diagram is designed to represent different operating modes and their transition relations. While notations are 
introduced in each section, a list of complete notations is provided in the Appendix for readers’ convenience. 

3.1. CAV states and transitions 

Five states are defined for each CAV: free flow, intelligent follow, optimized control, stop, and launch. When a CAV platoon is 
approaching a signalized intersection, according to different traffic and signal conditions, it may experience different operating sce-
narios. A CAV platoon can be formed in two ways. First, when a group of CAVs enter the network in the same lane consecutively, a 

Fig. 2. System Component Diagram.  
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platoon will be naturally formed. Second, if the distance from a CAV to its leading CAV platoon becomes small, the CAV will merge into 
the leading platoon. This usually happens when the leading platoon slows down for the red light, or when an RV between the CAV and 
the platoon makes a lane change. 

Different operating scenarios lead the CAVs to different states or transit from one state to another. The description of state tran-
sitions and corresponding triggers are shown in Fig. 3(a). The states are switched dynamically based on different criteria including 
vehicle speed, whether within communication range, car following distance, and traffic signal timing. To better illustrate the tran-
sitions, Fig. 3(b) shows a CAV platoon of three vehicles passing the intersection as an example, which describes the most common 
operating scenario. Before the CAVs enter the communication range, they are in the free-flow state. When the platoon enters the 
communication range, the leading vehicle (blue car) switches to the optimized control state, and the following vehicles (red cars) 
switch to the intelligent follow state. In the optimized control state, the leading CAV can choose one of four scenarios: accelerate (green 
dash line), cruise (cyan dash line), decelerate (orange dash line), and plan to stop (red line). In the figure, the platoon needs to stop 
after an RV (i.e., black car). When a CAV stops (e.g., v < 5 mph), it switches to the stop state. After the signal turns to green, the CAVs 
switch to the launch state and pass the intersection. Once the vehicle passes the intersection, it switches back to the free flow state. If a 
CAV doesn’t need to stop, it switches directly from either optimized control or intelligent follow state to free-flow state after passing 
the intersection. In addition, in the intelligent follow state, if a CAV determines that its front vehicle can pass the intersection but it 

(a) State Transition Diagram 

(b) CAV States and Operating Scenarios 

Fig. 3. CAV Operating Scenarios and Transition Diagram.  
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cannot, it switches to the optimized control state to plan a stop speed profile. Consequently, the original platoon is split into two 
smaller platoons. In the optimized control state or launch state, if a CAV is approaching a leading CAV platoon, it will merge into the 
leading platoon and switch to the intelligent follow state if the distance is smaller than a threshold (e.g., 30 m). 

Next, we introduce the vehicle models in each state. 
In the free flow state and launch states, the vehicle is controlled by an Adaptive Cruise Control (ACC) algorithm, which applies the 

Intelligent Driver Model (IDM) (Kesting et al., 2010), shown in Eqs. (1) and (2). The reference acceleration is determined by the 
distance to the front vehicle and the current speed of the CAV. In the equations, Δd is the distance to the front vehicle and dmin 

represents the minimum safety distance.v* is the desired speed and aref is the desired acceleration. δ is a model parameter that usually is 
set to 4. 

aref = a+
max

(

1 −
( v

v*

)δ
−

(
d*

Δd

)2
)

(1)  

d∗ = dmin + vhref +
v
(

v − ṽ
)

2
̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
a+

maxa−
comfort

√ (2) 

In the intelligent follow state, the CAV is a following member of a CACC platoon. The acceleration of the CAV aref is calculated by a 
CACC model in (Van Arem et al., 2006), shown in Eq. (3), where aref v is the reference acceleration based on the speed difference and 
aref d is the reference acceleration based on the distance difference, calculated in Eqs. (4) and (5) respectively. dCACC is the reference 
distance between two CACC vehicles. Note that in this model, “perfect following” is assumed, which ignores communication delay and 
string instability. The simplification is made for simulation of a large network. Readers can refer to (Feng et al., 2019; Feng et al., 2019; 
Li et al., 2015) for more detailed CACC models. 

aref = min(aref v, aref d) (3)  

aref v = k(v* − v) (4)  

aref d = kaã + kv(ṽ − v) + kd(Δd − dCACC) (5)  

3.2. CACC leading vehicle trajectory planning 

In the optimized control state, a trigonometric eco speed profile is generated for CACC leading vehicles. Note that a CACC platoon 
can consist of only one CAV. Based on the received time of arrival from the intersection controller, one of the four scenarios, shown in 
Fig. 2(a) will be chosen. More details on how to choose the scenarios can be found in our previous study (Yang et al., 2019). Except for 
the cruise scenario, speed profiles of the other three scenarios follow the trigonometric form, from which analytical solutions can be 
derived. Collision avoidance is added to the optimized control state that when the front vehicle of a CAV is an RV or CV and the car- 
following distance is small (e.g. an RV makes a cut-in in front of the subject CAV), the planned eco-trajectory is interrupted, and the 
CAV applies the IDM, to plan its trajectory to avoid collisions. That means the CAV chooses a more conservative acceleration between 
the planned eco-trajectory and the IDM. 

The original trigonometric eco-trajectory planning model is proposed by (Barth et al., 2011), which generates a smooth vehicle 
trajectory giving terminal time (i.e., time of arrival at the intersection) to reduce fuel consumption and emissions. The terminal time 
(tarr) is bounded by a green window, which defines the earliest and latest time the vehicle can arrive at the intersection, based on signal 
status and queue discharge time (Yang et al., 2019). In this work, initial acceleration is considered, which is always assumed to be zero 
in the original algorithm. This original algorithm works when the CAV is cruising towards an intersection at a constant speed. 
However, if the trajectory planning is executed when the CAV is accelerating or decelerating or the trajectory needs to be re-planned 
because of an updated green window, the zero initial acceleration setting will lead to a discontinuity in the acceleration profile. To 
address this issue, a new segment of the trigonometric profile v1(t) is added to first bring the acceleration back to 0. Then the eco 
planning algorithm is applied, as shown in Eqs. (6)–(11). 

v1(t) =
a2

0

jerkmax
sin
(

jerkmax

a0
t
)

+ vinit , t ∈ [0, to) (6)  

v2(t) =

⎧
⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

vp − vrcos(m(t − to)), t ∈ [to, tp)

vp − vr
m
n

cos
[
n
(

t − to +
π
2n

− tp

) ]
, t ∈ [tp, tq)

vp + vr
m
n
, t ∈ [tq, tarr)

(7)  

vp =
dstop − ( πa0vinit

2jerkmax
+

a3
0

jerk2
max
)

tarr − to
(8) 
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vr = vp − (vinit +
a2

0

jerkmax
) (9)  

to =
πa0

2jerkmax  

tp = to +
π

2m
(10)  

tq = to +
π

2m
+

π
2n

(11)  

4. Intersection level models 

The intersection controller is responsible for estimating and predicting traffic states, optimizing traffic signal parameters, and the 
time of arrival of CAVs. The methodology of traffic state estimation and prediction can be found in our previous work (Yang et al., 
2019), which predicts the queuing dynamics with CV and/or loop-detector data, and estimates total vehicle delay using the shockwave 
profile model (Wu and Liu, 2011) and input and output model (Sharma et al., 2007). Each vehicle is first mapped at the lane level and 
sorted according to its estimated distance to the stop bar. The location and speed of each vehicle are obtained directly from the BSM if it 
is a CV or CAV, or estimated if it is an RV, which is introduced later in Eq. (13). After the localization, the traffic state estimation 
algorithm utilizes shockwave models to calculate current queue length and estimate the maximum queue length and discharge time of 
the queue based on signal information. The prediction results not only affect the number of vehicles that will be served during green 
interval for each approach, but also provide a green window to the CAVs, which serves as the lower and upper boundaries of the time of 
arrival assignments. The beginning of the green window for a CAV is defined as the time point when the CAV’s front vehicle passes the 
intersection after the green start. The end of the green window is the same as the green end. With the estimated traffic state, a mixed- 
integer linear programming (MILP) problem is formulated in this section to jointly optimize traffic signal parameters and time of 
arrivals of CAVs. 

The objective of the joint optimization is to minimize total delay and improve the efficiency of the intersection operation as shown 
in (12). λδϕ* in the objective is used as a soft constraint for dynamic offset allocation, which will be explained in the signal constraints. 
The decision variables include signal parameters and time of arrivals of each CAV at the intersection. 

minimize
∑

j

∑

k

∑

s
Djks + λδϕ* (12)  

s.t.Djks = tarr
jks −

dstop
jk1 + (s − 1)hCACCvjk1

vmax
j

, ∀j, k, s  

Signal constraints  

Time of arrival constraints  

CACC platoon split constraints  

Where j is the lane index, and k is the vehicle group index in the lane. A vehicle group can be either a platoon of CAVs, an RV, a CV, or a 

Fig. 4. NEMA Ring Barrier Structure of Signal Timing.  
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single CAV not in a platoon. s denotes the order of a vehicle in the vehicle group, and for a single-vehicle group, s = 1. hCACC is the 
CACC headway. The first constraint shows that the delay of each vehicle is equal to the total travel time minus free-flow travel time to 
the intersection. Notice that for the following vehicles in a CAV platoon, their free-flow travel time can be calculated based on the free- 
flow travel time of the leading vehicle plus the CACC headway. Other constraints include traffic signal constraints for the dual-ring 
barrier controller structure, time of arrival constraints that determine whether a vehicle can pass the intersection during the cur-
rent cycle or next cycle, and CACC platoon split constraints that determine whether a CAV platoon should split or not. Before we 
introduce the details of the constraints, the estimation of dstop

jks and vjks is presented. 

CVs and CAVs broadcast BSMs, which include accurate location and speed information (i.e. dstop
jks and vjks) at each time step. For RVs, 

their locations and speeds are recorded by the entrance loop detector when they enter the link. After RVs pass the loop detector, Eq. 
(13) is used to estimate the locations and speeds at each time step, assuming that the RVs are traveling with the speed limit vmax

jks . Where, 

ddetect
j denotes the distance from the detector to the stop bar of lane j. 

dstop
jks = max(ddetect

j − vmax
jks Δtdetect

jks , 0) (13)  

4.1. Signal constraints 

Signal constraints mainly represent the standard NEMA dual-ring barrier structure, as shown in Fig. 4. 
Eqs. (14)–(18) show the signal constraints, in which θϕ is the green split of phase ϕ and C is a common cycle length. The in-

tersections in the corridor are divided into a master intersection and other intersections. The master intersection applies Eqs. (14)– 
(17), where the cycle length is fixed and the reference point (i.e. start of the coordinated phase) does not change. Other intersections 
adopt Eqs. (15)–(18), in which their reference points are adjusted based on the optimized offset from the corridor coordinator. In this 
way, the cycle lengths of such intersections are dynamically adjusted as well, according to the assigned offsets. To better illustrate the 
idea, an example of the signal timing of the coordinated phase is shown in Fig. 5. The cycle length of the master intersection is 100 s in 
this example. The coordinated phase of intersection 2 starts 3 s later than the coordinated phase of the master intersection, so initially, 
the offset is 3 s. After the optimization of the offset, the new optimized offset becomes 5 s, so the reference point of intersection 2 is 
adjusted accordingly. In this way, the cycle length of intersection 2 extends to 102 s. Note that since the offset adjustment is small, the 
transition between different offsets is done within one cycle by adjusting the green split of other phases. By varying the offset and cycle 
length accordingly, different platoon sizes and platoon arrival times are accommodated. 

A lane-to-phase mapping function ϕ = f(j) maps the lane index to 8 phases in the dual-ring structure. gelps
ϕ denotes the elapsed green 

time of phase ϕ, and if phaseϕ is red, gelps
ϕ = 0. tlost

ϕ denotes the lost time of all phases, including the duration of the yellow interval and 
all-red interval. Ig

ϕ is a binary variable, which equals to 1 if phase ϕ is green, and 0 otherwise. Eq. (14) shows that the summation of the 
green splits in each ring should be equal to the cycle length C at the master intersection. For each barrier, the summation of the green 
splits of ring 1 should be equal to the summation of the green splits of ring 2 (Eq. (15)). Eq. (16) shows that when phase ϕ is green, the 
summation of the remaining green timegrem

ϕ , the elapsed time gelps
ϕ ,and the lost time tlost

ϕ should be equal to the green splitθϕ. In addition, 
the remaining red time of phase ϕ, rrem

ϕ is 0. When phase ϕ is red, the remaining green time grem
ϕ is equal to 0, and the remaining red time 

rrem
ϕ should be equal to the summation of the remaining green time grem

ϕ̃ 
of the current green phase ϕ̃, the lost time tlost

ϕ̃
, and the 

summation of the green split 
∑

ϕθϕof phases after ̃ϕ and before ϕ (Eq. (17)). ϕ denotes the phase(s) that turns to green before phase ϕ in 
the same cycle. 

To accommodate varying traffic demands from the side street and upstream intersection, the offset is not fixed. With the offset 
received from the corridor-level coordinator, Eq. (18) determines the start time of the coordinated phase, which is the reference point. 
Taking intersection i as an example, the green start of one coordinated phase of the next cycle should be equal to the offset between 
intersection i − 1 to intersection i (i.e. ξi− 1,i) plus the green start of the coordinated phase of intersection i − 1 (i.e. tstart

(i− 1)ϕ* ). 
∑

ϕ
* θ

iϕ
* is the 

Fig. 5. Signal Timing of the Coordinated Phase.  
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summation of the green split from the next phase until the coordinated phase. An adjustment bound δ is added in the objective function 
as a soft constraint (i.e., λδixϕ* ). As a result, the start of the coordinated phase can vary within the bound to guarantee the feasibility. 

∑

γ

∑

σ
θϕ1γσ =

∑

γ

∑

σ
θϕ2γσ = C (14)  

∑

σ
θϕ1γσ =

∑

σ
θϕ2γσ , γ = 1, 2. (15)  

grem
ϕ =

{
θϕ − (gelps

ϕ + tlost
ϕ ), Ig

ϕ = 1
0, otherwise

, ∀ϕ, (16)  

rrem
ϕ =

⎧
⎨

⎩

grem
ϕ̃

+ tlost
ϕ̃

+
∑

ϕθϕ, Ig
ϕ = 0

0, otherwise
, ∀ϕ (17)  

ξi− 1,i + tstart
(i− 1)ϕ* − δiϕ* ≤ grem

ĩϕ
+ tlost

ĩϕ
+
∑

ϕ
*

θ
iϕ

* ≤ ξi− 1,i + tstart
(i− 1)ϕ* + δiϕ* , Ig

ϕ* = 0. (18)  

4.2. Time of arrival constraints 

The time of arrival constraints are mainly used to determine whether a vehicle can pass the intersection during the current cycle or 
the next cycle, assuming the intersection is not oversaturated. The details of the constraints are shown in Eqs. (19)–(26). Two binary 
variables, ug

jksand ur
jks, are introduced for different phase states. ug

jks = 1, when the current phase of lane j is green, and the vehicle can 
pass the intersection during the cycle, and 0 otherwise. ur

jks = 1, when the current phase of lane j is red, and the vehicle can pass the 
intersection during the upcoming green phase, and 0 otherwise. Notice that the constraints with ug

jks (Eqs. (19) and (20)) are only valid 
when the phase of lane j is green (i.e. Ig

f(j) = 1), and the constraints with ur
jks (Eqs. (21) and (22)) are only valid when the phase of lanej is 

red (i.e. Ig
f(j) = 0). 

When the signal is green, if the time of arrival of the vehicle tarr
jks is less than the remaining time of the current green phase, the 

vehicle can pass the intersection during the current green phase. Otherwise, the time of arrival should be greater than the summation of 
the remaining green time grem

f(j) , the red duration of other phases, and the discharge time of the queue tleave
jks . Similarly, when the signal is 

red, if the time of arrival tarr
jks is less than rrem

f(j) + θf(j), the vehicle can pass the intersection during the next green phase, and the arrival 

time should be greater than rrem
f(j) +tleave

jks (Eq. (23)). Otherwise, the vehicle has to wait for another cycle. It is assumed that the traffic 
demand is under-saturated and no vehicle has to stop twice at an intersection (i.e., the arrival time should be less than rrem

f(j) + C). Eq. 
(24) shows that the arrival time of a group leading vehicle (either CACC platoon leading vehicle or RV/CV) should be greater than the 
free-flow travel time, and Eq. (25) shows that the arrival time of the group leading vehicle should be greater than the arrival time of its 
front vehicle tarr

j(k− 1)Nj(k− 1)
plus the RV headway hRV . Eq. (26) shows that the discharge time of the queue tleave

jks should be equal to the 
number of vehicles in the queue times the headway (hRV or hCACC). 

M
(

1 − ug
jks

)
≥ Ig

f (j)

(
tarr
jks − grem

f (j)

)
≥ − Mug

jks , ug
jksbinary (19)  

Mug
jks ≥ Ig

f (j)(g
rem
f (j) +

(
C − θf (j)

)
+ tleave

jks − tarr
jks ) ≥ − M

(
1 − ug

jks

)
(20)  

M
(

1 − ur
jks

)
≥
(

1 − Ig
f (j)

)(
tarr
jks − rrem

f (j) − C
)
≥ − Mur

jks , ur
jksbinary (21)  

Mur
jks ≥

(
1 − Ig

f (j)

)(
rrem

f (j) + θf (j) − tarr
jks ) ≥ − M

(
1 − ur

jks

)
(22)  

tarr
jks ≥ (rrem

f (j) + tleave
jks )(1 − Ig

f (j)) (23)  

tarr
jk1 ≥

dstop
jk1

vmax
ij

(24)  

tarr
jk1 ≥ tarr

j(k− 1)Nj(k− 1)
+ hRV ,∀k > 1 (25)  
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tleave
jks =

(
1 − Ig

f (j)

)
(

khRV ur
jkNjk

+
∑

k’≤k

∑

s<Njk

hCACCur
jk’s

)

+ Ig
f (j)

(

khRV (1 − ug
jkNjk

)+
∑

k’≤k

∑

s<Njk

hCACC(1 − ug
jk’s)

)

(26)  

4.3. CACC platoon split constraints 

CACC platoon split constraints determine whether a CACC platoon needs to split or not based on the remaining green time, shown 
in Eqs. (27) and (28). When the signal is green (Ig

f(j) = 1) and all CAVs in the platoon can pass the intersection during the current green 
phase (ug

jks = 1), the platoon does not split and tarr
jks = tarr

jk(s− 1) + hCACC. Otherwise, the string splits and based on Eq. (20), the new 

platoon’s arrival time should fulfill tarr
jks ≥ grem

f(j) +
(
C − θf(j)

)
+ tleave

jks . Similarly, when the signal is red (Ig
f(j) = 0), if all the CAVs in the 

platoon can pass the intersection during the upcoming green phase (ur
jks = 1), then the platoon does not split, and tarr

jks = tarr
jk(s− 1) +

hCACC. Otherwise, the platoon splits and based on Eq. (23), the new platoon’s arrival time should fulfill tarr
jks ≥ rrem

f(j) + tleave
jks . Eq. (28) 

shows that for the platoon leading CAV, the arrival time should be greater than the earliest arrival time given the acceleration/ 
deceleration, and jerk limits in the trigonometric eco-trajectory planning. 

tarr
jk(s− 1) + hCACC + Ig

f (j)M
(

1 − ug
jks

)
+
(

1 − Ig
f (j)

)
M
(

1 − ur
jks

)
≥ tarr

jks ≥ tarr
jk(s− 1) + hCACC − Ig

f (j)M
(

1 − ug
jks

)
−
(

1 − Ig
f (j)

)
M
(

1 − ur
jks

)
, s > 1

(27)  

te
jk1 −

(
1 − ICACC

jk

)
M ≤ tarr

jk1 (28) 

After the optimization is executed, the arrival time of each platoon leading CAV and whether the platoon needs to split are sent to 
the vehicle level. If the platoon does not split, the leading vehicle follows the optimized arrival time to generate its speed profile 
(Section 3.2), and the following vehicles stay in the intelligent follow state with the desired CACC headway. If the platoon needs to 
split, the vehicle at the split position receives its new time of arrival from the intersection controller. This vehicle serves as the leading 
CAV of a new platoon and switches the state to optimized control. It then generates a new speed profile based on the assigned arrival 
time. 

5. Corridor level models 

The corridor coordinator determines the offsets for the coordinated phases of each intersection, promoting two-way coordination. 
To reduce the computational burden, all vehicles in the coordinated phase are considered as one platoon and a link performance 
function is proposed to calculate the total delay of the vehicles in the platoon. The link performance function was first introduced in 
(Gartner et al., 1975), but was utilized offline, without the consideration of vehicle arriving from the side street. In (Beak et al., 2017), 
Beak et al. implemented the link performance function in a real-time fashion. However, only one-way coordination was considered, 
which makes the problem much easier. In this paper, two-way real-time coordination is proposed using the link performance function. 

Fig. 6 illustrates a three-intersection corridor with two-way coordination, and we take the eastbound through movement of 
intersection i as an example to introduce two types of platoons for the coordinated phase. The secondary platoon, denoted by a yellow 
rectangle, consists of vehicles from the side streets of the upstream intersection i − 1. The number of vehicles in the secondary platoon is 
calculated by the turning ratio and volume from the side street of intersection i − 1. The primary platoon (the blue rectangle) consists of 
the vehicles from the coordinated phase of the upstream intersection i − 1. When the signal of the coordinated phase at intersection i − 1 
is red, the number of vehicles in the primary platoon Ψiϕ* of intersection i can be estimated by Eq. (29), which is the summation of the 
current queue length (q(i− 1)ϕ* ) and the estimated arriving vehicles based on the average historical demand (V(i− 1)ϕ* ) of the coordinated 
phase. When the signal of intersection i − 1 is green, the primary platoon Ψiϕ* of intersection i can be estimated by Eq. (30), in which h’ 

Fig. 6. Platoons for the Coordinated Phase.  

Z. Yang et al.                                                                                                                                                                                                           



Transportation Research Part C 124 (2021) 102918

11

is the estimated saturation headway. When the penetration rate of the CAV is low (i.e. < 75%), we consider h’ = hRV . Otherwise, we 
consider h’ = hCACC since CACC platoons are more likely to be generated. The primary platoon is estimated by the summation of the 
queue length at the start of the green q’

(i− 1)ϕ* and the demand V(i− 1)ϕ* times the remaining green time after the queue (i.e. q’
(i− 1)ϕ* ) 

discharges (30). As a result, the link performance function of intersection i is the total delay of the primary and secondary platoons 
from intersection i − 1. Note that right turning vehicles at intersection i − 1 and left turning vehicles at intersection i are subtracted from 
the total number of vehicles when calculating Ψiϕ* in Eqs. (29) and (30). Fixed turning ratios (i.e. right turning ratio ζ(i− 1)ϕ* and left 
turning ratio ξiϕ* ), calibrated from the historical data, are assumed when estimating the lengths of primary and secondary platoons. 

Ψiϕ* =

⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

(q(i− 1)ϕ* +
(

C − relps
(i− 1)ϕ*

)
V(i− 1)ϕ* )(1 − ζ

(i− 1)ϕ* )(1 − ξiϕ* ), Ig
ϕ* = 0(29)

(

q’
(i− 1)ϕ* +

(

g(i− 1)ϕ* − q’
(i− 1)ϕ* h’

)

V(i− 1)ϕ*

)
(

1 − ζ
(i− 1)ϕ*

)(
1 − ξiϕ*

)
, otherwise(30)

After the estimation of the platoon lengths, the link performance function is calculated as the total delay of the primary platoon. 
Notice that only delay from the primary platoon is considered because the main purpose of coordination is to enhance the progression 
of coordinated phases. Fig. 7 shows six different scenarios of link performance function calculation. In the figure, the notations are 
simplified, and the coordinated phase ϕ* of the intersection i is used for illustration. Take the second case as an example, the x-axis 
represents time, and the y-axis denotes the number of vehicles arrived at the intersection. The zero point of the x-axis is moved to be the 
start of green for better illustration. Then − r is the red start and g is the green end, which represent a whole cycle. e is the time point 
when the secondary platoon is fully discharged after the signal turns to green. The length of the primary platoon (black dashed 
rectangle) is represented in time, and its duration p is assumed to be equal to the green time of the coordinated phase of the upstream 
intersection. Based on the calculation of the number of vehicles in the primary platoon (Eqs. 29 and 30), the average headway h (height 
of the dashed rectangle) in the figure can be calculated as h = Ψ

p . After the first vehicle of the primary platoon arrives at the intersection 

Fig. 7. Link Performance Function of Different Scenarios.  
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at time point α, the primary platoon starts to accumulate delays. After the secondary platoon is fully discharged, the primary platoon 
starts to discharge from the intersection with the saturation flow rate. At t0 = e + p× h

s, the entire queue at the intersection is fully 
discharged, so the vehicles in the primary platoon that arrives later than t0 do not experience any delay. The total delay of the primary 
platoon in the coordinated phase can be represented by the shaded area. 

In subfigures 1, 2 and 3, the arrival time of the primary platoon α is earlier than e. In subfigure 1, the last vehicle in the primary 
platoon arrives at the intersection earlier than the time point when the queue is fully discharged (i.e. p + α ≤ t0). Notice that although 
the shape of the shaded area in the two cases (i.e. p + α ≤ e,p + α > e) of subfigure 1 looks different, the link performance function is 
the same (LPF1). In subfigure 2, the last vehicle arrives at the intersection later than t0 but earlier than the end of the green, while in 
subfigure 3, part of the platoon arrives at the intersection after the end of the green (i.e. p + α > g), which causes extra delay in the next 
cycle (i.e., delay starts to accumulate at − r). In subfigures 4, 5 and 6, the arrival time of the primary platoon α is later than e. In 
subfigure 4, the last vehicle arrives at the intersection earlier than the end of the green (i.e. p + α < g), so no vehicle in the primary 
platoon experiences any delay. In subfigure 5 and 6, part of the platoon arrives at the intersection later than the end of the green, which 
causes extra delay, similar to subfigure 3. In subfigure 5, the first vehicle in the primary platoon arrives later than t0, and in subfigure 6, 
the first vehicle arrives earlier than t0. Based on the different situations, the link performance functions LPF1 LPF6 under different 
scenarios are shown in Eqs. (31)–(36). 

LPF1 =
p2h(y − 1)

2
− ph(α − e) , α ≤ e and p + α ≤ t0 (31)  

LPF2 =
h(α − e)2

2(1 − y)
,α ≤ e and t0 < p + α ≤ g (32)  

LPF3 = (g + r − p)(p − g + α)h +
h(p − g + e)2

2(1 − y)
,α ≤ e and g < p + α (33)  

LPF4 = 0 , α > e and p + α ≤ g (34)  

LPF5 =
h(p − g + α)2

(y − 1)
2

+ (p − g + α)h(r + α) , α ≥ t0 and p + α > g (35)  

LPF6 = (g + r − p)(p − g + α)h +
h(p − g + e)2

2(1 − y)
, e < α < t0 and p + α > g (36) 

Notice that all the link performance functions are either linear or quadratic, it is easy to prove the convexity of the whole function. 
By aggregating the pieces of each link performance function (LPF1 ∼ LPF6), we get a complete link performance function in terms of 
the arrival time of the first vehicle of the primary platoon (i.e. α), as shown in Fig. 8. In the left subfigure, the platoon length plus the 
discharge time of the secondary platoon e is less than the green split g. When α is between e and g − p , the vehicles in the primary 
platoon do not experience any delay. In the right subfigure, when p + e > g, the vehicles must experience some delay regardless of 
arrival time. 

By replacing the quadratic function with its linear approximation, the whole link performance function can be expressed as a 
piecewise linear function. The mathematical optimization problem for the corridor-level coordinator is shown in (37). giϕ* and riϕ* 

denotes the average green duration and average red duration of coordinated phase ϕ* of intersection i, based on the optimized green 
durations and red durations of all previous cycles from the intersection level. ttravel

i− 1,i is the free flow travel time from intersection i − 1 to 
intersection i, which can be calibrated offline from the historical data. αiϕ* and ξi− 1,i are decision variables that denote the arrival time 
of the first vehicle in the primary platoon and the offset of the coordinated phase from intersection i − 1 to intersection i, respectively. 
The objective is to minimize the delay of all the coordinated phases, which is estimated by the link performance functions in Fig. 7. To 

Fig. 8. Link Performance Function in terms of the Arrival Time of the First Vehicle.  
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formulate a convex optimization problem, the piecewise linear function can be represented by the constraints D̃ iϕ∗ ≥ LPFw for each 
scenario w equivalently. The offset between intersection i − 1 and intersection i is equal to the travel time on the link minus the arrival 
time. The arrival time should be between the start of the red and the end of green in each cycle. For two-way coordination,ξi− 1,i =

− ξi,i− 1. Thus, the problem is formulated as a linear programming problem as shown in Eq. (37). 

minimize
∑

i

∑

ϕ*

D̃ iϕ∗ (37)  

s.t.D̃ iϕ∗ ≥ LPFw,∀w  

ξi− 1,i = ttravel
i− 1,i − αiϕ* , ∀i  

− riϕ* ≤ αiϕ* ≤ giϕ* ,∀i  

ξi− 1,i = − ξi,i− 1.i = 2⋯N  

6. Numerical studies 

6.1. Implementation procedure 

Simulation experiments are conducted on a desktop with an Intel 3.4 GHz CPU with 4 cores and 16 GB memory. VISSIM is used as 
the simulation environment, which replaces the roadway component in Fig. 2. DriverModel.dll API (PTV, 2014) is used to implement 
the CAV trajectory planning models. The API is also used to generate BSMs for CAVs and RVs. When CAVs have to make a lane change 
to realize their predefined routes, VISSIM’s internal lane-changing model is executed. In addition, virtual controllers in VISSIM are 
used to replace the real controllers in the intersection component. The overall simulation structure remains the same. 

A flow chart of the simulation implementation is shown in Fig. 9. The purple blocks denote the CAV trajectory planning models, 
which generates CAV speed profiles and control the vehicles every 0.1 s. The green blocks denote the algorithms in the Intersection 
Controller module, which are executed every 3 s. A rolling horizon scheme is applied where the signal timing is generated for one cycle 
but only the first 3 s are implemented. The algorithms are written in C++ and Gurobi 8.1.0 (Optimization, 2014) is applied to solve 
both the MILP and LP problems. We use Nveh to denote the number of vehicles, Nphase to denote the number of phases, and Nplatoon to 
denote the number of platoons. In the MILP, the number of continuous variables is 2Nveh + 3Nphase + 2, and the number of binary 

Fig. 9. Implementation Flow Chart.  
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variables is 2Nveh. The number of integer variables is 2Nplatoon. The number of constraints is upper bounded by 9Nveh + 3Nplatoon +

3Nphase + 4, including 3Nphase +4 signal constraints, 7Nveh + 2Nplatoon time of arrival constraints and 2Nveh + Nplatoon CACC platooning 
constraints. Notice that Nplatoon = o(Nveh), and the size of the problem is determined by traffic volume (i.e., Nveh) and CAV penetration 
rate (i.e., Nplatoon). The MILP problem of the intersection level model can be solved within 0.1 s with 0.1% gap to the optimal solution 
under 100% CAV penetration rate. The yellow blocks denote the Corridor Coordinator model, which optimizes the offset every cycle. 
In the corridor level LP problem, there are 5Ninter continuous variables, where Ninter denotes the number of intersections in the system. 
The number of constraints is upper bounded by 8Ninter. The problem can be solved within 0.01 s with 0.1% gap to the optimal solution. 

6.2. Simulation experiments 

A simulation model of the Plymouth Rd corridor, in Ann Arbor, Michigan is built in VISSIM (Fig. 10). The Plymouth corridor 
consists of six intersections, from Barton Dr. on the west to the Green Rd. on the east, which are indexed by 1 ~ 6. The stretch of the 
Plymouth Rd is about 2.2 miles and has two lanes for each direction which is one of the busiest commuting routes, serving US23 to the 
North campus of the University of Michigan and downtown Ann Arbor. Some crossing roadways are major arterials that carry a large 
volume of traffic and others are side streets with less traffic demand. The volumes and turning ratios at each intersection in the 
simulation are calibrated with the real-world traffic data collected from afternoon peak hour (4:00 pm–5:00 pm). Coordinated actuated 
signal control is considered as the baseline for comparison, which is optimized by VISTRO (America, 2014). Fig. 11 shows the co-
ordination diagram of the baseline signal control. The green shaded area denotes the green waves, which indicates good coordination 
patterns in both westbound (Fig. 11(a)) and eastbound (Fig. 11 (b)). The index of each intersection is shown at both sides of the figure 
for westbound and eastbound respectively. Notice that at least one stop is unavoidable due to two-way coordination. 

Other critical parameters used in the simulation experiments are summarized in Table 2. 
Two series of simulation experiments are conducted under different combinations of mixed traffic conditions. In the first series of 

experiments, there are only CV and CAV, with varying penetration rates of CAVs: 0%, 5%, 25%, 50%, 75%, and 100%. In the second 
series of experiments, all the CVs are replaced with RVs and the same set of CAVs penetration rates are considered. Notice that the first 
series has 100% connectivity, the main objective is to analyze the system performance under different levels of controllability by 
varying the penetration rate of the CAVs. In the second series, the connectivity is not 100% and the states of the RVs need to be 
estimated by loop detectors. Changing the penetration rate of the CAVs leads to the variations of both the controllability and the 
connectivity. The duration of each experiment is 2100 (sec) with 300 (sec) warm-up time, and each experiment is repeated with 5 
random seeds. After each simulation run, all vehicle trajectories are recorded and sent to the post-analysis to calculate the fuel con-
sumption and emissions by the MOVES model (Koupal et al., 2003). The experiment results are presented below. 

Fig. 12 shows the simulation results at the network level, in which all vehicles in the simulation are taken into consideration. The 
left three subfigures ((a) – (c)) show the results of the first series of experiments (CAV + CV), while the right three subfigures ((d) – (f)) 
show the results of the second series of experiments (CAV + RV). For both series of experiments, with the increasing penetration rates 
of CAVs, the benefits from eco-trajectory planning are more significant. The average vehicle speed increases when there are more 
CAVs, because the eco-trajectory planning helps more CAVs pass the intersection without stop, also leading to the reduction of the 
number of stops. In terms of fuel consumption, since the speed profiles of the CAV are smoother and unnecessary acceleration and 
deceleration are avoided, the fuel consumption and emissions decrease as the penetration rate of CAV increases. 

More detailed data can be found in Table 3. Note that the comparison between the baseline and 0% CAV shows the benefits of the 
corridor-level adaptive signal control, where no CAV time of arrival and trajectory are optimized. For the series with CVs, the total 
delay decreases by 14% (from 74.84 s to 64.40 s) and the fuel consumption decreases by 6.8% (from 4131KJ/mile to 3867KJ/mile) The 
results indicate that the performance can be improved greatly by CV based coordinated adaptive control. If the CVs are replaced by the 

Fig. 10. Plymouth Corridor VISSIM Simulation Model.  
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RVs (series II), the total delay decreases by 0.6% (from 74.84 s to 74.39 s) and the number of stops decreases by 1.9%. The fuel 
consumption decreases by 3.8% (from 4131KJ/mile to 3972KJ/mile). The results indicate that even loop-detector based coordinated 
adaptive control outperforms the coordinated actuated control (baseline), but the improvement is not as significant as CV based 
coordinated adaptive control. When the penetration rate of the CAV is 100%, the delay further decreases by 33.0% (to 49.99 s) and fuel 
consumption decreases by 7.4% (to 3824KJ/mile) by comparing to the baseline because the CACC platoon has much shorter headways. 

Comparing the second series of experiments with the first series, the high penetration rate of CAV leads to lower benefits in the 
second series in all performance indexes. The reason for this phenomenon is that the states of RVs are estimated from loop-detector 
data, which is not as accurate as the BSMs broadcast from the CVs. Therefore, the errors in traffic state estimation lead to subopti-
mal solutions in the signal optimization. Meanwhile, the inaccurate estimation of queuing dynamics also causes inaccurate time of 
arrivals for the CAVs and further influences the eco-trajectory planning. If the generated time of arrival is later than the optimal time of 
arrival, the green time is not fully utilized. On the other hand, the CAV’s planned trajectory may be interrupted by its leading vehicle, 
which results in more fuel consumption and emissions. 

Fig. 13 shows the simulation results of the mobility performance of two intersections. Most intersections have similar performances 
as the intersection of Green Rd. (subfigure b and d). When the penetration rate of CAV increases, the mobility improves in terms of the 
total vehicle delay, total stop delay, and the number of stops. At the intersection of Traverwood Dr. (subfigure a and c), mobility is 
getting worse when the penetration rate of CAV is low. However, since this is a T-intersection, and the demand for this intersection is 
not high, the total delay and the number of stops is much less than other intersections, so the performance doesn’t impact the entire 
network a lot. 

6.3. Sensitivity analysis 

One feature of the proposed framework is that at the corridor level, the offset of each intersection is optimized each cycle to 
accommodate volume fluctuations. A series of sensitivity analysis is performed to further analyze the impact of dynamic offset 
optimization. 

In the sensitivity analysis, the simulation period is divided into three intervals (300–900 s, 900–1500 s, 1500–2100 s), plus the 
warm-up time. In the second interval (900 – 1500 s), the traffic volume of the whole network is increased by 0%, 5%, or 10%. The 
traffic volumes of the first and third intervals remain unchanged. To analyze the benefits from the dynamic offset optimization, the 

Fig. 11. Coordination Diagram of the Coordinated Actuated Signal Control (Baseline).  

Table 2 
Critical Parameters in Simulation Setup.  

Parameter Name Value 

Speed Limit 35 mph on the west of Huron Road and 45 mph on the east of the Huron Road 
Minimum Green Time 5 s 
Maximum Green Time 100 s 
Yellow Interval 4 s 
All-red Clearance Interval 2 s 
Gap out Time (in actuated control) 3 s 
CACC headway (hCACC) 0.9 s 
RV/CV headway (hRV)  1.8 s  
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baseline experiments use a fixed offset optimized by VISTRO in the corridor level model, and the intersection level model remains the 
same. All the vehicles in the sensitivity analysis are CVs, so that vehicle trajectories are not optimized. 

Fig. 14 shows the improvement of dynamic offset optimization in terms of mobility and fuel economy, comparing to the baseline. 
The x-axis denotes the volume fluctuation percentage described above, and the y-axis denotes the percentage of improvement. It can be 

Fig. 12. Simulation Results of Network Level.  

Table 3 
Mobility and Fuel Measurements in Network Level.  

Penetration rate baseline 0 0.05 0.25 0.5 0.75 1 

Delay (s) CAV + CV 74.84 64.40 64.65 60.66 54.67 52.14 49.99 
CAV + RV 74.84 74.39 73.18 67.51 61.92 56.90 49.99 

Number of stops CAV + CV 1.56 1.42 1.39 1.37 1.26 1.14 1.05 
CAV + RV 1.56 1.53 1.55 1.48 1.37 1.20 1.05 

Fuel consumption (KJ/mile) CAV + CV 4131 3867 3868 3860 3852 3837 3824 
CAV + RV 4131 3972 3969 3951 3950 3898 3824  
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seen from the figure that the benefits of dynamic offset optimization increase with higher volume fluctuations. When the volume 
fluctuation is 10%, the dynamic offset optimization further reduces 5.3%, 5.0% and 1.1% of the number of stops, delays and fuel 
consumption respectively, comparing to the baseline with fixed offsets. 

Fig. 15 shows the offset variations of each intersection cycle by cycle. The dashed lines denote the baseline fixed offsets, and the 
solid lines with circles are the optimized offsets. Comparing to intersection 5 and 6, the offset of the first four intersections does not 
change a lot. In other words, for these four intersections, the coordination is always good. This can also be validated from the coor-
dination diagram as shown in Fig. 11. Notice that the coordination between the fourth and the fifth intersection is sacrificed, for 

Fig. 13. Mobility Results of Intersection Level.  

Fig. 14. Improvement with Offset Optimization.  
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accommodating the coordination between other intersections. Thus, the variation of intersection 5 does not affect intersection 4 much. 
For intersections 5 and 6, when the volume does not fluctuate during the first interval (cycles 1–6), the offsets decrease and increase in 
the same trend. Although the volume starts fluctuating at cycle 7, the whole network has not been influenced by the volume fluctuation 
a lot and the offset between intersection 5 and 6 remains 45 s. The offset starts changing after several cycles, which keeps increasing to 
49 s because the travel time becomes longer due to the larger volume. The additional mobility and fuel benefits through offset 
optimization in Fig. 15 mainly come from intersections 5 and 6, since they are the major intersections in the corridor and carry large 
volumes. 

7. Conclusions and further research 

This paper proposes a cooperative driving framework for arterial corridors in a mixed traffic condition of RV, CV, and CAV. In the 
vehicle level models, a state transition diagram is designed to accommodate different CAV maneuvers under different operating 
scenarios. A trigonometric speed profile is applied for eco-trajectory planning with consideration of non-zero initial accelerations. In 
the intersection level model, a MILP problem is formulated to optimize traffic signals and CAV time of arrivals with the objective of 
minimizing total delay, given the offset from the corridor coordinator. In the corridor level model, the link performance function is 
adopted to calculate the total delay of the coordinated phases. Link performance functions are derived under different arrival patterns 
to estimate the vehicle delay. With the approximation to piecewise linear link performance functions, the offset optimization problem 
can be formulated as an LP problem, which is easy to solve. Simulation experiments of an arterial corridor have been performed, using 
real-world traffic data. Results show that the total delay decreases by 14% and the fuel consumption decreases by 6.8% due to CV- 
based coordinated adaptive control with dynamic offsets. When the CAV comes into play, the total delay and fuel consumption 
further decrease as the penetration rates of the CAV increase. When the penetration rate of CAVs is 100%, the total delay and fuel 
consumption reduction raises to 33% and 7.4% respectively. A sensitivity analysis of volume fluctuation has been conducted, which 
shows the benefits of the dynamic offset optimization at the corridor level. 

In future work, the lateral behavior of CAVs needs to be explicitly modeled for the cooperation between CAVs in different lanes in 
the vehicle level model. The optimization at the intersection level not only provides the time of arrival of the CAVs as the guidance but 
may also provide lane change guidance (e.g., lane change location and time). This cooperative driving framework can also be extended 
to a larger transportation network, where the route choice decisions are integrated. 
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Appendix A 

Variables and Notations   

Variables Meaning Unit 

General Notations 
i  Intersection index.  
j  Lane index.  
ϕ  Signal phase index. A lane-to-phase mapping ϕ = f(j) maps a lane to its corresponding phase. In the ring-barrier diagram, ϕβγσ is used to 

indicate that the phase belongs to ring β, barrier γ. When σ = 1, the phase is the lead phase, and when σ = 0, the phase is the lag phase.   
k  Vehicle group index within a lane. A CAV platoon, a single CV or a single RV is considered as a vehicle group.  
s  Vehicle position index within a vehicle group. For a single CV or RV, s = 1.   
Vehicle level model Parameters 
v  Vehicle current speed m/s  
Δd  Distance to the front vehicle. The front vehicle is defined as the immediate downstream vehicle. m  
ṽ  Speed of the front vehicle. m/s  
ã  Acceleration of the front vehicle. m/s2  

a+
max  Maximum acceleration m/s2  

a−
comfort  Comfortable deceleration m/s2  

v  Average speed during the trigonometric trajectory planning period m/s  
v0  Initial vehicle speed of the trigonometric eco-trajectory planning period m/s  
a0  Initial acceleration of the trigonometric eco-trajectory planning period m/s2  

dstop  Distance to the stop bar m  
tarr  Time of arrival at the stop bar. s  
m,n  Model parameters. Detailed explanation can be found in (Barth et al., 2011)  
jerkmax  Maximum allowed jerk m/s3  

vmax  Speed limit.  
Γ’  Green window during which a vehicle can pass the intersection s  
tleave  Time interval from the start of the green to the time when the front vehicle leaves the intersection. s  
tqueue  Time when the vehicle arrives at the end of the queue s  
te  Earliest time the vehicle can arrive at the stop bar s  
Intersection level model parameters 

Decision Variables 
Djks  Delay of the sth vehicle in vehicle group k in lane j  s  
Njk  Number of CAVs in vehicle group k in lane j   
θϕ  Green split of phase ϕ.  s  
grem

ϕ  Remaining green time of phase ϕ.  s  
rrem

ϕ  Remaining red time of phase ϕ.  s  

ug
jks  Binary variable that indicates whether the sth vehicle in vehicle group k in lane j can pass the intersection or not when the approaching phase 

ϕ = f(j) is green   
ur

jks  Binary variable that indicates whether the sth vehicle in vehicle group k in lane j can pass the intersection or not when the approaching phase 
ϕ = f(j) is red   

Parameters   
hCACC  Headway between two CAVs (i.e., CACC headway) s  
hRV  Headway between two regular vehicles (i.e., car-following headway) s  
ddetect

j  Distance from the loop-detector to the stop bar in lanej  m  

Δtdetect
jks  Elapsed time after the sth vehicle in vehicle group k in lane j passes the loop detector  s  

C  A common cycle length s  
gelps

ϕ  
Green elapsed time of phase ϕ if it is green and 0 if the phase is red  s  

relps
ϕ  

Red elapsed time of phaseϕ if it is red and 0 if the phase is green  s  

tlost
ϕ  Lost time of phase ϕ.  s  

Igϕ  Binary parameter. 1 if phase ϕ is green, and 0 otherwise.   

ICACC
jk  Binary parameter. 1 if vehicle group k in lane j consists of CAVs and 0 otherwise   

tge
iϕ  End of green time of the phase ϕ at intersectioni  s  

Nveh  Number of vehicles at the intersection  
Nphase  Number of phases at the intersection  
Nplatoon  Number of platoons at the intersection  
Corridor level model parameters 

Decision Variables 
ξi,i+1  Offset of the coordinated phase from intersection i to intersection i + 1.  s  
αiϕ*  Arrival time of the first vehicle in the primary platoon of coordinated phase ϕ* of intersection i.  s  
Dw  Link performance function of scenario w.  s  
Parameters   
giϕ*  Average green split of coordinated phase ϕ* of intersection i. (i.e., ϕ* = 2 for phase 2 and ϕ* = 6 for phase 6)  s  

(continued on next page) 
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(continued ) 

Variables Meaning Unit 

riϕ*  Average red duration of coordinated phase ϕ* of intersection i.  s  
tstart
iϕ*  Start time of coordinated phase ϕ* of intersection i.  s  

δiϕ*  Upper bound of offset adjustment of coordinated phase ϕ* of intersection i.  s  

ttravel
i,i+1  Free flow travel time from intersection i to intersection i + 1.  s  

qiϕ*  Current queue length of coordinated phase ϕ* of intersection i.  m 
q’

iϕ*  Queue length at the start of the green of coordinated phase ϕ* of intersection i.  m 

Viϕ*  Average volume of coordinated phase ϕ* of intersection i.  vph  
Ψiϕ*  Number of vehicles in the primary platoon of coordinated phase ϕ* of intersection i.   
eiϕ*  Time point when the secondary platoon of coordinated phase ϕ* of intersection i is fully discharged.  s  
piϕ*  Platoon length in time (s) of coordinated phase ϕ* of intersection i.  s  
yiϕ*  V/C ratio of coordinated phase ϕ* of intersection i.  % 
ζiϕ*  Right turning ratio of the approach containing the coordinated phase ϕ* of intersection i.  % 

ξiϕ*  Left turning ratio of the approach containing the coordinated phase ϕ* of intersectioni  % 

Ninter  Number of intersections in the system   
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